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SUMMARY
Significance tests that are based on discrete probabilities are conservative in that the average value of the significance level, when the null hypothesis is true, always exceeds 0.5. An approach suggested by H. O. Lancaster over 40 years ago overcomes this problem. This is to calculate the mid-P value, where only half of the probability of the observed sample is included in the tail. The average value of the mid-P value is 0.5 and the variance is slightly less than that of a random variable uniformly distributed between 0 and 1. The mid-P concept has usually been advocated in the context of significance testing but it can be extended to the calculation of confidence intervals in an estimation approach by defining, for example, the 95% mid-P confidence limits as the values that have a one-sided mid-P value of 0.025. In this paper we review recent work supporting this approach.
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1. Introduction

When inferences are drawn from data arising as counts a problem, which has been long recognized, is that a significance test does not give a significant result at a specified level with the probability equal to that level when the null hypothesis is true; for example, 'P < 0.05' will not be found for exactly 5% of random samples drawn from a population in which the null hypothesis is true.

In general, consider a discrete variable \( r \) taking only integer values, and suppose that within the context of the situation \( r \) must be within the range \( l \leq r \leq u \). This general situation includes the binomial distribution with \( l = 0 \) and \( u = n \), a Poisson count with \( l = 0 \) and \( u = \infty \), and a cell in a \( 2 \times 2 \) table with \( l \) and \( u \) dependent on the marginal totals of the table. When the null hypothesis, that a parameter \( \theta \) defining the distribution takes the value \( \theta_0 \), is true then denote the probability of obtaining the observation by \( p_r \), and define the one-sided significance level \( P \) as

\[
P(r, \theta_0) = \sum_{i=l}^{r} p_i. \tag{1}
\]

As an example, consider an observation \( r \) from a binomial distribution with sample size \( n = 10 \) and probability \( \theta \), and suppose that a test is required of the null hypothesis that \( \theta = 0.5 \), against the alternative hypothesis that \( \theta < 0.5 \) or \( \theta > 0.5 \). Then significance at the one-sided 2.5% level is found, for low values of \( r \), only for \( r = 0 \) or \( r = 1 \), and for a two-sided alternative at the 5% level for \( r = 0, 1, 9 \) or 10. The probability of one or other of these values is 0.022. Therefore, a result that is significant at the 5% level would be found in only 2.2% of random samples if the null hypothesis is true.
were true. In one sense this causes no difficulty if the precise level of \( P \) is stated. Thus if \( r = 1 \) we have that \( P = 0.022 \), and a result that is significant at a level of 0.022 or less would occur in exactly 2.2% of random samples. As it is impossible to construct a satisfactory test with the feature that a significant result at the 5% level, or any other prespecified level, will in general occur with a probability of 5% when the null hypothesis is true, quoting the precise level is the most satisfactory course, and there is no need to specify in advance any particular value as a boundary between significance and non-significance.

2. Mid-\( P \) tests

There remains, however, another feature which suggests that the usual form of test is unduly conservative. The expectation of \( P \) is given by

\[
E(P) = \sum_{r=1}^{u} \left( p_r \sum_{i=1}^{r} p_i \right) \\
= \frac{1}{2} \left\{ \left( \sum_{r=1}^{u} p_r \right)^2 + \sum_{r=1}^{u} p_r^2 \right\} \\
= \frac{1}{2} + \frac{1}{2} \sum_{r=1}^{u} p_r^2.
\]

This clearly exceeds \( \frac{1}{2} \). For a significance test of a continuous variable, such as a test based on the normal distribution or the \( t \)-distribution, the significance level would be uniformly distributed over the range from 0 to 1 and so have a mean of \( \frac{1}{2} \) and a variance of 1/12, and it is desirable that the significance level from a discrete variable should share these properties as closely as possible.

Lancaster (1949) considered the problem from the point of view of combining probabilities from different experiments by using the transformation \( \chi^2 = -2 \ln P \) as advocated by Fisher (1932). Lancaster noted that there was a bias using the usual definition of \( P \)-values and suggested using the median value of the \( \chi^2 \) defined as the transform of \( P_m(r) \) where

\[
P_m(r) = \frac{1}{2} \left( P(r, \theta_0) + P'(r, \theta_0) \right),
\]

and \( P' \) is the probability of the more extreme observations only. Lancaster (1952) considered this further for Poisson counts referring to the probability as the median probability. Nine years later Lancaster (1961) repeated this definition referring to it as ‘the median probability, or perhaps more appropriately the mid-probability’. The latter, abbreviated to mid-\( P \), has become the usual terminology. The uniformly most powerful unbiased test is obtained through use of an auxiliary random experiment (Tcher, 1950). Lancaster (1961) noted that this is unsatisfactory in practice since it does not always give the same result and leads to inconsistencies but noted that the median probability agrees most often with the auxiliary random sampling method (see also Haber (1986)).

An alternative expression for the mid-\( P \) significance level is

\[
P_m(r) = \sum_{i=1}^{r} p_i - \frac{1}{2} p_r.
\]

The expectation of the mid-\( P \) level is

\[
E(P_m) = \sum_{r=1}^{u} \left\{ p_r \left( \sum_{i=1}^{r} p_i - \frac{1}{2} p_r \right) \right\} \\
= \frac{1}{2} \left( \sum_{r=1}^{u} p_r \right)^2 \\
= \frac{1}{2}.
\]
The variance of the mid-P level is

\[
\text{var}(P_m) = \sum_{r=1}^{u} \left\{ p_r \left( \sum_{i=1}^{r} p_i - \frac{1}{2} p_r \right)^2 \right\} - E(P_m)^2
\]

\[= \frac{1}{4} \left( \sum_{r=1}^{u} p_r \right)^3 - \frac{1}{12} \sum_{r=1}^{u} p_r^3 - \frac{1}{4}
\]

\[= \frac{1}{12} \left( 1 - \sum_{r=1}^{u} p_r^2 \right). \tag{6}
\]

Thus the mid-P value has the same mean and a slightly smaller variance than a variable uniformly distributed between 0 and 1 (Barnard, 1989).

The problems discussed above, due to the discreteness of the distribution, have caused much controversy in the statistical literature, particularly with the analysis of data collected to compare two proportions. Following Lancaster (1952, 1961) the mid-P approach has been advocated more widely recently (e.g. Stone (1969), Plackett (1984), Miettinen (1985), Franck (1986), Rothman (1986), Williams (1988), Barnard (1989), Hirji (1991), Hirji et al. (1991) and Upton (1992)). Barnard (1989) recommended giving both the P- and the mid-P values, arguing that the former measures the statistical significance when the data under analysis are judged alone, whereas the latter is the measure of the strength of evidence against the hypothesis under test that it is appropriate to use when the evidence is combined with that from other studies. When the null hypothesis is true, the mean mid-P value is 0.5 and this property makes it particularly suitable in making an overall assessment by combining results of different studies, for instance by the probability integral transformation. Since it is rare that the results of a single study are used without support from other studies it seems reasonable to give more emphasis to the mid-P value.

3. Mid-P confidence intervals

The mid-P concept has generally been discussed in terms of significance testing but the concept can be extended to the calculation of confidence intervals in an estimation approach (Rothman, 1986; Mehta and Walsh, 1992). One definition of a confidence interval at, say, the 95% level is that it contains those values of \( \theta \) that are not rejected by a significance test at the 5% level. An important distinction is that, whereas it is impossible to produce a satisfactory test at the 5% level for a predetermined \( \theta_0 \), it is possible to define limits \( \theta_L \) and \( \theta_U \) as the values that are on the borderline of significance by one-sided tests at the 2.5% level. It is perfectly reasonable to specify the confidence coefficient in advance at some conventional value, such as 95%, whereas for a significance test it is desirable to estimate \( P \) as precisely as possible, given that it is impossible to construct a test at exactly the 5% level.

This approach gives mid-P 95% confidence limits as those values \( \theta_L \) and \( \theta_U \) which satisfy the equations

\[
P_m(r, \theta_L) = \sum_{i=1}^{r} p_i(\theta_L) - \frac{1}{2} p_r(\theta_L) = 0.975, \tag{7}
\]

\[
P_m(r, \theta_U) = \sum_{i=1}^{r} p_i(\theta_U) - \frac{1}{2} p_r(\theta_U) = 0.025. \tag{8}
\]

The mid-P limits are more tedious to calculate than the corresponding limits using the more conventional tail as they are not included in standard sets of tables and there is no direct formula such as those involving the F-distribution for a binomial probability (see Miettinen (1970)) or the \( \chi^2 \)-distribution for a Poisson parameter (see Liddell (1984)). The limits are available by using STATXACT (CYTEL Software Corporation, 1991) or may be obtained fairly readily by using a
personal computer by setting up the expression to be evaluated using a general argument, and then finding the values that give mid-P tails of 0.975 or 0.025 by trial and error.

4. Specific cases

Three simple specific cases will be considered but the method also applies in more complex situations such as the estimation of a common odds ratio for a $2 \times 2$ table stratified by a third variable (Mehra and Walsh, 1992).

4.1. Binomial distribution

The parameter to be estimated is the probability $\theta$ of a success in each of $n$ independent trials. Then

$$p_i = \frac{n!}{i! (n-i)!} \theta^i (1 - \theta)^{n-i}.$$  \hspace{1cm} (9)

As an example consider the observation $r = 5$ from a binomial distribution with $n = 20$. The point estimate of $\theta$ is clearly 0.25. The mid-P limits of this estimate are given by

$$p_0 + p_1 + p_2 + p_3 + p_4 + \frac{1}{2} p_5 = 0.975 \text{ or } 0.025.$$  

The exact 95% mid-P confidence limits were found to be 0.098 and 0.470.

4.2. Poisson count

The parameter to be estimated is the expectation $\mu$. Then

$$p_i = \frac{\exp(-\mu) \mu^i}{i!}.$$  \hspace{1cm} (10)

For example, suppose that a count from a Poisson distribution gave $r = 2$. Then the point estimate of $\mu$ is 2. The mid-P limits are given by

$$p_0 + p_1 + \frac{1}{2} p_2 = 0.975 \text{ or } 0.025,$$

i.e. $p_{\lambda} = 0.335$ and $p_{\mu_2} = 6.61$. Cohen and Yang (1994) have presented a table for counts up to 100 giving the 90%, 95% and 99% mid-P confidence limits.

4.3. $2 \times 2$ table

Suppose that the frequencies in a $2 \times 2$ table are as in Table 1. The association between rows and columns is frequently expressed in terms of the odds ratio $\psi$. Then the probability that $a = i$ is given by

$$P_i(\psi) = \frac{\binom{r_1}{i} \binom{r_2}{s_1-i} \psi^i}{\sum_j \binom{r_1}{j} \binom{r_2}{s_1-j} \psi^j},$$  \hspace{1cm} (11)

where

$$\binom{r_1}{i} = \frac{r_1!}{i! (r_1-i)!}.$$  \hspace{1cm} (12)
TABLE 1
2 × 2 table

<table>
<thead>
<tr>
<th>Row</th>
<th>Column</th>
<th>Totals</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>1</td>
<td>2</td>
</tr>
<tr>
<td>1</td>
<td>a</td>
<td>b</td>
</tr>
<tr>
<td>2</td>
<td>c</td>
<td>d</td>
</tr>
<tr>
<td></td>
<td>s₁</td>
<td>s₂</td>
</tr>
</tbody>
</table>

the binomial coefficient, and the summation for \( j \) is over all possible values consistent with the margins (Fisher, 1935). When \( \psi = 1 \) this expression simplifies to

\[
P₁ = \frac{r₁! \cdot r₂! \cdot s₁! \cdot s₂!}{N! \cdot (r₁ - j)! \cdot (s₁ - j)! \cdot (r₂ - s₁ + j)!},
\]

(13)

the expression familiar in the calculation of Fisher’s exact test of the null hypothesis.

Mid-\( P \) confidence limits for \( \psi \) are the solutions of

\[
\sum_{i \leq a} P₁(\psi) - \frac{1}{2} Pₐ(\psi) = 0.025 \text{ and } 0.975
\]

(14)
(Rothman, 1986; Mehta and Walsh, 1992).

As an example consider the data in Table 2 discussed by Fisher (1935) and Thomas (1971). The point estimate of \( \psi \) is \((2 \times 3)/(10 \times 15) = 0.04\). As shown by Thomas (1971) the exact 95% confidence interval, defined in terms of lower and upper tails of 0.025, for \( \psi \) is 0.003317–0.3632. The mid-\( P \) interval can be calculated as 0.004825–0.2958, either by using STATXACT or by trial and error. In the latter case initial values for iteration can be obtained by using a normal-based approximation such as the method of Cornfield (1956) (see Section 5).

5. Approximate limits

In some cases approximate limits may be obtained by using a normal approximation to the discrete distribution. Where a normal approximation is adequate \( P \)-values and mid-\( P \) values correspond to test statistics calculated with and without the correction for continuity respectively. Correspondingly confidence intervals and mid-\( P \) confidence intervals can be based on normal approximations by using and ignoring the continuity correction respectively, e.g. the method given by Cornfield (1956) for estimation of the confidence limits for an odds ratio from a \( 2 \times 2 \) table of

TABLE 2
Convictions of like-sex twins of criminals

<table>
<thead>
<tr>
<th></th>
<th>Convicted</th>
<th>Not convicted</th>
<th>Totals</th>
</tr>
</thead>
<tbody>
<tr>
<td>Dizygotic</td>
<td>2</td>
<td>15</td>
<td>17</td>
</tr>
<tr>
<td>Monozygotic</td>
<td>10</td>
<td>3</td>
<td>13</td>
</tr>
<tr>
<td></td>
<td>12</td>
<td>18</td>
<td>30</td>
</tr>
</tbody>
</table>

6. Discussion

In the analysis of a $2 \times 2$ table the exact test and, therefore, the $\chi^2$-test with Yates's correction for continuity have been criticized on the grounds that they are conservative in that a result that is significant, at say the 5% level, will be found in less than 5% of hypothetical repeated random samples from a population in which the null hypothesis is true. This is a consequence of the discrete nature of the data and the problem is reduced by stating the precise level of $P$. Another source of criticism has been that the tests are conditional on the observed margins which frequently would not all be fixed. In the earlier example, we could imagine repetitions of sampling in which 17 dizygotic twins were compared with 13 monozygotic twins but in many of these samples the number of convicted twins would differ from 12. The conditional argument is that, whatever inference can be made about the association between twin type and conviction, it must be made within the context that exactly 12 twins were convicted. If this number had been different then the inference would have been made in this different context, but that is irrelevant to inferences that can be made when there are 12 convicted twins. Therefore, we do not accept the various arguments that have been put forward for rejecting the exact test based on consideration of possible samples with different totals in one of the margins. The issues were discussed by Yates (1984) and in the ensuing discussion, and by Barnard (1989) and Upton (1992), and we shall not pursue this point further. Clearly those who disagree with the conditional approach will reach different conclusions on the most appropriate way of calculating the significance level and producing a confidence interval (e.g. Rice (1988)).

Nevertheless the exact test and the corrected $\chi^2$-test using the precise $P$-value are conservative since the average value of the significance level, when the null hypothesis is true, exceeds 0.5. The mid-$P$ value has an average value of 0.5 and so is more appropriate particularly when combining results from several studies.

The corresponding mid-$P$ confidence intervals do not necessarily have the specified coverage probabilities. Mehta and Walsh (1992) showed by simulation for a range of situations, where a common odds ratio was estimated over a stratified set of $2 \times 2$ tables, that the 95% mid-$P$ confidence interval contained the true odds ratio in at least 95% of samples. Further extensive simulations have been described by Vollset (1993) for the binomial distribution and by Cohen and Yang (1994) for the Poisson distribution. In both these studies the coverage probability varies a little with the true value of the parameter but clusters satisfactorily around the nominal value except for extreme values of the parameter (e.g. the Poisson parameter near 0). At these extremes the non-coverage probability is approximately halved (for example the coverage becomes 97.5% rather than 95%). The reason for this is the need for one-sided limits when extreme observations are made, as indicated in the next paragraph. The results of Vollset (1993) and Cohen and Yang (1994) contrast with those of Mehta and Walsh (1992) who found the mid-$P$ confidence interval to be conservative even though they used a different policy for dealing with extreme values that gives a narrower interval.

In this paper the 95% confidence interval has been defined such that each tail has a probability of 0.025. Narrower confidence intervals may be produced if this criterion of symmetry is not followed (Baptista and Pike, 1977) but this approach has the disadvantage that the separate limits have no direct meaning, i.e. the upper limit is not necessarily the value below which the confidence coefficient is 0.975. The distinction is most marked when the observed frequency is one of the extreme values. For example, suppose that a Poisson variable took the value 0. The point estimate of $\mu$ is 0 and the only possible value of the lower limit is 0. The probability that the lower limit exceeds the true value of $\mu$ is 0 instead of the nominal value of 2.5%, and a possibility is to calculate the upper limit to correspond to a tail of 5% (Mehta et al., 1985; CYTEL Software Corporation, 1991). This provides the narrowest 95% confidence interval but it seems preferable that the upper limit corresponds to 2.5% in the tail so that the interpretation of that limit is uniform for zero and non-zero
counts. It is impossible to find a lower limit with this interpretation, so that strictly this limit does not exist. This rationale is similar to that used in recommending that a two-sided significance level should be double the one-sided level. In situations where a one-sided significance test is considered appropriate then there corresponds a one-sided confidence interval, i.e. an interval unbounded on one side and with a limit on the other side at which the data are just significant using a one-sided test at the 5% level.
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